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Abstract—The emergence of social networking sites in the early millennium has brought about another concern for a different spam type; 

social spam. Social spam emerged as a result of the posting and messaging capabilities of social networking site. The methodology used 

to develop this model is the Support Vector Machine which is used as a binary classifier to classify the postings from a social networking 

environment into both spam and non-spam. In the process of simulating the design of the model, the training dataset (representing 

postings from a social networking site) is used to train the SVM by supplying the training datasets in iterations into the classifying function 

(SMO). Based on the analysis of the result produced by testing the dataset supplied as the input into the SVM, it can be concluded that the 

SVM proved to be a good spam classifier with a high accuracy measure and True positive rate  

Index Terms— Social spam, Support Vector Machine, accuracy, true positive.   

——————————      —————————— 

1 INTRODUCTION                                                                            

Social network sites according to [1] are webbased services that 

allow individuals to firstly construct a public or semi-public pro-

file within a bounded system secondly articulate a list of other 

users with whom they share a connection and thirdly view and 

transverse their list of connections and those made by others 

within the system. 

Social networks have independently and collectively gathered a 

huge number of monthly active users (MAUs) and this has made 

it easy to target huge chunk of audience on a single platform. The 

intense traffic pulled by various major online social networking 

sites (SNS) has made major social networks with credible traffic 

hit, a business hub for large companies, politicians, business own-

ers, government agencies and ministries, and other organizations 

by implementing several advertisement and strategic marketing 

models and campaigns to increase their transactions and demand-

ing business population. Concurrently, with the emergence of the 

high traffic driven by social networks, the attention of internet 

fraudsters and spammers has not been kept out of the story as the 

high traffic equally serves as an extremely useful tool in facilitat-

ing the core of their everyday objectives. Whilst the existence of 

spamming cannot be over-emphasized in today‘s technological 

era, owing to the need to pass information across to target au-

dience via the most economic and rather efficient means (social 

networking), the need to ensure that users are secured while they 

spend time on social networks must not be left unattended to. 

 

The emergence of social networking and its high traffic potentials 

(with Facebook having a Monthly Active Users count of 1.36 bil-

lion users in April, 2014) has attracted not only spammers and 

fraudsters, 
 

 
 
 
 

but also marketers with the need to meet up with sales targets 

and deadlines. 

Spammers (mis)use the popularity and the high PageRank of so-

cial bookmarking systems for their purposes. All they need is an 

account; then they freely post entries which bookmark the target 

spam web site [2] 

Detecting spam messages in online social networks is therefore 

required to provide security and guarantee users‘ safety against 

threats that emancipates out of spam messages. Such threats in-

clude phishing, pharming and other intruding / unauthorized 

information mining process. 

 This paper is organized as follows, the second section 

discusses the past and related works on social web spam, the 

third section the methodology, the forth section discusses the si-

mulation approach; the fifth section discusses the evaluation. Fi-

nally, conclusion is drawn in the sixth section. 

2 LITERATURE REVIEW 

2.1 Review Stage 

The history of spam dates back to the beginning of electronic 
communication. As technologies evolved, spams have contin-
ued to associate with existing and newer communication 
technologies, from telephones, emails, instant messages and 
social networks. According to [3], there has been a growth 
percentage of 355% in the first half of 2013. This increase was 
observed in the social spams on an individual social media 
account. Spammers are turning to the fastest growing com-
munication medium to circumvent traditional security infra-
structures that were used to detect email spams. 
Social media has led to new methods of delivering spams, 
such as spam-related apps, so-called ‗like-jacking‘, social bots, 
and fake accounts. Spam-related apps offer to perform special 
task outside of social media networks original features. With 
like-jacking, instead of clicking on the malicious links, victims 
may be tricked into clicking on images that appear as likes or 
seemingly harmless buttons. Social bots and fake accounts are 
used to infiltrate the victim‘s social media network. Together, 
these new attack methods can significantly detract from a 
brand‘s social presence and their social marketing ROI [3]. 
In order to develop an effective detection system for social 
spam, it is of high importance to identify the motive and un-
derlining behind social spams. The growth of social spam has 
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been exponential, owing to the traffic driven on social net-
works like Facebook, Twitter, Google Plus, Instagram, Linke-
dIn and the likes. Also, online social networks have become a 
primary alternative for communication locally and globally. 
The information dissemination characteristics have also added 
to the underlying notion that has attracted the interest of 
spammers. 
Most previous work on social spam has focused on spam pre-
vention on a single social network (e.g. Facebook [4], [5], My 
Space [6], Twitter [7]. A number of techniques have been im-
plemented by [8] which include classification, collaborative 
filtering, behavoural analysis, and in some cases, friend-graph 
analysis. These techniques were implemented to cater for the 
robust nature of social spams which was generated by the 
wide range of motivations from spammers. The study by [9] 
focused on automatically detecting web spam using email 
spam or detecting Twitter spam using web pages. In addition 
to this, web spam classification methods were understudied 
by [9] and social profile spam detection (as demonstrated on 
My Space) methods used by [10] 
 The work of [11] survey the field of spam on social network-
ing sites (SNSs), identifying several common approaches. 
Identification-based approaches identify spam to train classifi-
ers based on labels submitted by users or trusted moderators. 
Rank-based approaches demote visibility of questionable con-
tent, while interface-based approaches apply policies to pre-
vent unwanted behavior .This work groups classification-
based approaches with detection, although classifiers can be 
used in conjunction with user information to prevent spam 
before it happens.  
A large number of classifiers have been used in spam detec-
tion not choosing the right classifier and the most efficient 
combination of them is still a problem. Previous work by [12] 
proposes a Bayesian framework, which is a theoretically effi-
cient and practically reasonable method of combination, when 
investigating the integration of text and image classifiers. Sev-
eral novel classification approaches were proposed and im-
plemented in cross-domain text classification. [13] presented 
semantics-based algorithm for cross domain text classification 
using Wikipedia based on co-clustering classification algo-
rithm. [14] described a novel and efficient centroid-based algo-
rithm Class-Feature Centroid Classifier (CFC) for cross-
domain classification of weblogs; also they have discussed the 
trade-off between complexity and accuracy. 
Many of the data mining algorithms used to detect spam and 
patterns of misuse on SNSs are designed with the assumption 
that the data and the classifier are independent. However, in 
the case of spam, fraud and other malicious content, users will 
often modify their behavior to evade detection, leading to de-
graded classifier performance and the need to re-train classifi-
er frequently. Several researchers tackle this adversarial prob-
lem [15] 
 A modified Naïve Bayes classifier is proposed to detect and 
reclassify data taking into account the optimal modification 
strategy than an adversary could choose [16]. A framework for 
reverse engineering a classifier is provided in [17] to deter-
mine whether an adversary can efficiently learn enough about 
classifier to effectively defeat it. 
Also, some URL spam filtering techniques have been prom-
ised by [18] to better address different web services such as 

social networks. They presented a real time URL spam filter-
ing system named Monarch and demonstrated a modest dep-
loyment of this system on cloud infrastructure and its scalabil-
ity. 
In [19] a spam detection framework was implemented to 
detect spam on multiple social networks, developing a mul-
tiple framework that can be applied to multiple social net-
works with a resilient structure to evolution due to the spam 
arm-race. The implementation was poised for futuristic test 
and evaluation on live feeds from social networks. However, 
[19] failed to integrate the behavior of spammers into the de-
veloped framework; an aspect that was considered as a future 
work. 
A Facebook application using data mining to detect spam was 
demonstrated in [20]; the blacklist, keyword blocking were 
applied first. Then the data mining model developed was used 
to detect spams further. The features used were the number of 
links, the number of words, and the length of posts etc. the 
precision and recall rate achieved was around 61-63%. These 
rates were said to be due to the small training sets which could 
be improved with more training data availability. The system 
integration was demonstrated where the user page could redi-
rect to the web server for spam detection first. 

3 METHODOLOGY 

Most of the social networking sites have become vulnerable to 
users through the invasion of spam messages on these plat-
forms. Architectural approaches attempt to solve this by creat-
ing a model capable of classifying spam contents in a social 
networking environment. This protection methodology is ef-
fective for many social networking sites architecture; however, 
some spams still find their way through as the system, as ac-
curate as it is, is not a hundred per cent spam proof. 
 
The software that will be used in the course of implementing 
this project is WEKA. WEKA is an open source under the 
GNU General Public License. System developed at the Univer-
sity of Waikato in New Zealand. ―Weka‖ stands for Waikato 
Environment for Knowledge Analysis. The system is written 
using object oriented language Java. There are several differ-
ent levels at which Weka can be used. Weka provides imple-
mentations of state-of-the-art data mining and machine learn-
ing algorithms. Weka contains modules for data preprocess-
ing, classification, clustering and association rule extraction.  
The WEKA will be used with Support Vector Machine. Some 
data sets, representing the Social networking postings (mes-
sages, comments etc), will be passed into the SVM as the in-
put. This will be processed by WEKA to generate the output 
which will be the two classifications of the postings; that is, the 
one that is infected with spam and the other, otherwise 

3.1System Architecture 

  The SNSs are web-based applications that run in the 
cloud.  The SVM is used within WEKA for data mining. The 
model is first trained with a set of training data before the test 
data is run for classification using the SVM model within the 
WEKA simulation environment. 
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3.2 Support Vector Machines 

The Support Vector Machine (SVM) is a widely used classifier. 

It is a state-of-the-art classification method introduced by [21]. 

It is mostly used in bioinformatics as a result of its high accu-

racy, flexibility in modeling diverse sources of data and ability 

to deal with high-dimensional data such as gene expression. 

SVM are a new learning method relatively used for binary 

classification. The idea behind this is to find a hyper-plane that 

separates the dimensional data into two classes. SVMs belong 

to the general category of kernel method which is an algo-

rithm that depends on the data through dot-products. When 

this happens, the dot product can be replaced by a kernel 

function that computes a dot product in some high dimen-

sional feature space. There are two benefits of this: Firstly is 

the ability to generate non-linear decision boundaries through 

the use of methods designed for linear classifiers. Secondly is 

the use of kernel functions that allows user to apply a classifier 

to data which have no obvious fixed-dimensional vector space 

representation. Example of such data in bioinformatics are 

sequence, either protein or DNA, and protein structure. 

In order to use the SVMs effectively, it is important to under-

stand how they work. When training an SVM, a number of 

decisions are to be made by the practitioner including how to 

preprocess data, what kernel to use and also setting the para-

meters of the kernel and the SVM. 
 

3.3 How the Support Vector Machine Works 

Considering a real-valued instance space < X=RD>, a linear 

support vector machine constructs the separating hyper-plane 

where (a, b) stands for the dot product of vectors a and b: 

      bxwxh  ,)(                   (1) 

which maximizes the margin which is the minimal distance 

between the hyper-plane and the examples, when that kind of 

separating hyper-planes exist. A formulation, slightly more 

complex, involving the so-called slack variables xi, is defined 

to deal with noise. [22]. 

The function to be optimized, the L2 norm of the hyper-plane 

normal vector w, is quadratic: using Lagrange multipliers to 

account for the constraints gives rise to the so-called dual for-

mulation. Assume the support vectors are those examples 

whose constraint is active (Lagrange multiplier αi>0 ), then it 

becomes  

 

bxxyxh iii  ,)(  with 0i ; 0 ii y        (2) 

 

The power of SVMs comes from the so-called kernel trick, na-

turally exporting the SVM approach to nonlinear hypothesis 

spaces. On mapping the instance space onto some feature 

space via mapping ϕ. If the scalar product on the feature space 

can be computed in X, then a linear classifier in the feature 

space (nonlinear with reference to X) is given as equation (2).  

The only requirement is to use a positive definite kernel (en-

suring that the underlying optimization problem is well 

posed). Again, this requirement can be relaxed in the evolu-

tionary learning framework [23].  

Figure (2) below shows the optimal hyper-plane that max-

imizes the minimal distance to the examples. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4 SIMULATION 

The implementation was done using a classifying tool in WE-
KA, called the Support Vector Machine (SVM) which is major-
ly used for classifying 2-class problems. That is, problems that 
produces only two forms of output as we have in spam and 
non-spam contents in the classification phase. 
 The SVM is used to build the spam filter which will 
classify an input representing a social content, x, as spam (y=1) 
or as non-spam (y=0). These social postings are expected to be 
converted into a feature vector x £ Rn. 
 
4.1 Simulation Procedures 
In carrying out this project work, a set of data (datasets) 

 

Fig. 2. The Standard SVM formulation  

 

 

Fig. 1. The standard Support Vector Machine Architecture.  

 

93

IJSER



International Journal of Scientific & Engineering Research, Volume 8, (ÚÚÜÌɯƕƕȮɯ-ÖÝÌÔÉÌÙɪƖƔƕƛ                                                                                         
ISSN 2229-5518 
 

IJSER © 2017 

http://www.ijser.org  

representing postings from a popular social networking envi-
ronment (Twitter) was analyzed using WEKA (Waikato Envi-
ronment for Knowledge Analysis). These datasets 
(representing train datasets and test datasets accordingly) 
were used to train and then test the dataset (representing 
tweets and related postings) using the Support Vector Ma-
chine as the classifier, in order to classify the post instances 
(postings representing tweets) as spam and/or non-spam con-
tents 
The Sequence Minimal Optimization Algorithm [12], which is 
an implemented class of Support Vector Machine in the WEKA 
environment, is called to classify the dataset for the training 
and the testing phases. 
The training dataset is summarized in table (1) on the next 
page. The training dataset which comprises 400 instances was 
iterated ten times during the training period of the support 
vector machine (SVM). The trained model was then tested 
with the test data and the results obtained have been detailed 
in the later parts of this chapter. 
The procedures for the simulation in Weka can be described 
with the following steps; 

i. Prepare a training dataset (tweets) 

ii. Open Weka software 

iii. Open the training dataset in Weka 

iv. Select SVM module in Weka (SMO) 

v. Choose appropriate parameters SVM 

vi. Selected test options 

vii. Selected responses 

viii. Results 

ix. Prediction information (model estimators) 

x. And finally, run Test data on trained SVM 

model  
The results obtained from the simulation processes have been 
adequately discussed here with acute attention on the key 

model estimators 

5 EVALUATION 

5.1   Evaluation of Results 

In discussing the results obtained from the simulation process 
in this chapter, key model estimators will be used and they are 
as follows; 
Precision is best understood as the proportion of instances 
that are truly of a class divided by the total instances classified 

as that class. 
 
  

FPTP

TP
ecision


Pr   

 
Recall is described as the proportion of instances classified as 
a given class divided by the actual total in that class (equiva-
lent to TP rate). 
 
 

FNTP

TP
call


Re  

 
 
True Positive (TP) rate is the rate of true positives (instances 
correctly classified as a given class). 
 

FNTP

TP
rateTPveTruePositi


)(  

 
False Positive (FP) rate is the rate of false positives (instances 
falsely classified as a given class). 
 

TNFP

FP
rateFPiveFalsePosit


)(  

 
While Accuracy measures the degree of correctness of the 
classifier; Error rate signifies the degree of deviation from cor-
rectness of the classified results/output. 
 
 

FNFPTNTP

TNTP
Accuracy




  

 
The Classification time simply indicates how long it takes the 
system to classify an inputted dataset. 

5.2   Results and Result Discussion 

In training the SVM with the provided datasets, balanced da-
tasets were fed into the Weka system in iterations (10). These 
iterations are seen in Table 4.2 which shows a summary of the 
results obtained based on some of the key model estimators. 
The results from the training session revealed the model high 
accuracy ability with an accuracy measure of 98.5%. This accu-
racy measure is very reliable in binary classification. The accu-
racy is easily derived from the confusion matrix, where the TP 
and the TN are summed up over all other parameter in the 
matrix as seen below; 
Also considering the high possibility of overfitting and the 
derived True Positive rate which measured consistently at 
100% over nine (9) iterations, the reliability of the developed 
model to handle efficiently social spam classification despite 
the large volume of attribute (43) is very commendable. The 
confusion matrix reveals the TP and FP values as very reliable 
with a measure of 200 and 194 out of 200 apiece respectively. It 
was also observed that the classification time was remarkably 
negligible when compared with the corresponding classifica-
tion time when using other classifiers besides implementations 
from SVM (like the SMO – as used in this case). 
The F-measure estimated a remarkable value at 0.985 (the 
closer the F-measure value is to 1.0, the more reliable the sys-
tem/model is). 

TABLE 1 
SUMMARY OF THE PROPERTIES OF TRAINING DATA-

SET 

Number of Instances 400 

Number of Attributes 43 

Number of Kernel Evaluations 18625 

Number of Classes 2 

 

. 
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The classification time was observed to be directly proportion-
al to the size of the dataset / number of instances; implying 
that as the number of instances increased the classification 
time also increased. 
The accuracy of the model measured at an index of 0.985 
(equivalent to 98.5%) which is very remarkable for a classify-
ing system. 
The True Positive value showed that out of 200 spam contents, 
the system classified 200 correctly as spam and the False Posi-
tive value showed that out of 200 non-spam contents, the sys-
tem classified 194 correctly as non-spam.  
The precision rate which stood at 98.5% revealed the classifi-
er‘s ability to determine the number of selected instances are 
relevant (spams). 
The recall rate on the other hand, which reflected a rate of 
98.5% showed the number of relevant instances that were se-
lected by the classifier 

 
 

 
 

. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6 CONCLUSION 

It can therefore be concluded that while a number of existing 
models exist for detecting spammy contents across social net-
working sites, this model displays a high reliability level based 
on the accuracy of the system. Further works in this line is 
therefore encouraged for further breakthroughs in detecting 
spams on social networking sites. 
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TABLE 2 
 

ITERATED RESULTS OF TRAINING DATASET 

No 

Of 

Instances 

Accuracy

% 

Error% TP rate 

% 

FP 

rate 

% 

Classificati

on time 

(sec) 

440 100 0 100 0 0.03 

80 100 0 100 0 0.04 

120 100 0 100 0 0.05 

160 100 0 100 0 0.06 

200 100 0 100 0 0.07 

240 100 0 100 0 0.09 

280 100 0 100 0 0.10 

320 100 0 100 0 0.11 

       360       100      0     100     0       0.14 

       400       98.5     1.50    98.5    1.50        0.2 

 

 

Fig. 3. Input training dataset (400).  

 

 

Fig. 5.Output Interface of the training dataset.  

 

 

Fig. 4. Weka output interface of test dataset (300).  
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